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This workshop aims to bring together researchers working at the interface between 

historical linguistics and computational linguistics, zooming in on the particular issues 

that arise when retrieving data automatically or semi-automatically from historical 

databases. 

Developments in historical corpus linguistics have taken a similar route as in 

corpus-based research on present-day languages: from the creation of small reference 

corpora to increasingly larger databases and from text-only to richly annotated 

resources. However, historical data have always posed particular challenges for the 

development of corpus resources, their annotation, and their analysis. Corpus 

representativeness and balancedness, for instance, has been impaired by the limited 

availability of texts, particularly for the very early stages of written attestation. This is 

often generally referred to as the ‘bad data’ problem of historical linguistics (cf. e.g. 

Labov 1994: 11). Additionally, the highly variable orthography typical of earlier texts 

has meant that the tools developed for more uniform data cannot be applied in a 

straightforward manner to historical corpora. In the case of smaller corpora, this has 

resulted in grammatical annotation through manual annotation or post-editing. For the 

increasingly larger resources, however, manual annotation is tedious, and researchers 

have developed tools for pre-processing like spelling normalisation (Baron & Rayson 

2008) and lemmatisation (Burns 2013) to enable automatic tagging and parsing. 

Matters are complicated further by the fact that a range of different annotated 

resources exist (Penn Treebank, Penn Parsed Corpora, Universal Dependency 

Treebanks) and different parsing tools (e.g. Schneider 2012) have been applied to 

historical corpora, which are likely to require different retrieval strategies, which in 

turn make comparisons across corpora difficult. While the list of syntac tic parsers is 

large (e.g. Schneider 2008 for English, Sennrich et al. 2009 for German, van Noord 

2006 for Dutch, Alberti et al. 2017 for Universal Dependency parsing), few have been 

used on, or adapted to historical texts.  

The goal of this workshop is to discuss the challenges that (semi-)automatic 

retrieval of data from historical corpora pose for the study of grammatical change, 

specifically in Germanic languages. In particular, we invite contributions addressing 

questions such as (but not limited to) the following: 

 

 Mapping of different annotation schemes: 



o Many corpora use different annotation schemes: for example, the Penn 

Parsed corpora are annotated in a different way than the Penn Treebank 

(Marcus et al. 1993), or dependency-parsed corpora like ARCHER. If this is 

the case, up to which point, and for which phenomena can the data be 

compared? 

o How is change over time dealt with or reflected in annotation? For example, 

the annotation of certain items differs between the Penn-Parsed corpora 

(covering different periods), indicating e.g. grammaticalisation processes. Is 

this problematic, and what can we do to make sure it does not affect 

retrieval? 

o Automatic parsers use different annotations schemes, particularly across 

different languages and/or periods. What can be mapped easily, and where 

do we need additional manual decisions in the mapping? Can probabilistic 

mappers help us, or do they just extend the issue? 

o One way to avoid language-specific annotation may be to employ tools like 

the Universal Dependency label (in progress).1 Using such highly 

underspecified, coarse sets of tags (and e.g. dependency labels) may indeed 

increase comparability, but may also lead to a loss of granularity. Is this 

worth the risk, and are the labels really directly mappable between different 

languages? Does historical data add further problems? 

 Evaluation of bottom-up approaches to data retrieval for language change: 

o Data-driven approaches to language change (e.g. Hilpert and Gries 2016) can 

detect new patterns, increasing recall. But can we also detect changes in rare 

constructions, and how much insight does this really add? 

o How much benefit is there in using fine-grained annotations for exploratory 

research? Could we get the same (or more representative) results with 

automatically parsed data/ POS tags only? 

o Query tools like Stanford Tregex (Levy and Andrew 2006) allow us to come 

up with very elaborate, detailed queries to extract relevant data. This can be 

useful, but may also be problematic: Where can we draw the line between 

too generic and too specific queries? 

o What is the role of ambiguity in language change? Is there a correlation 

between ambiguity of a language model (e.g. low tagger and parser 

confidence) or human annotators (low inter-annotator agreement) and 

change? 

 Issues of precision and recall in historical corpora: 

o Precision and recall is lower for most phenomena in historical corpora when 

using automatically annotated data. How much does this affect results? For 

example, an increase of a specific lexical item may be due to low recall 

caused by unidentified spelling variants in earlier texts.  



o Precision is often less affected than recall. Up to which point are we ready to 

infer conclusions from annotation which is largely correct but only annotates 

prototypical cases? 

o While automatic annotation typically involves more errors, it has the benefit 

of allowing us to deal with almost unlimited amounts of data. Up to which 

point can sheer size compensate and even overcompensate the errors?  

o Significance testing assumes no errors or homogenously spread noise in the 

data. What can we do when this assumption is clearly violated? 

Ultimately, this workshop seeks to provide a platform for researchers working within 

these subject areas to exchange ideas and to jointly address the challenges (and 

chances) we are faced with.  
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